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# ЛАБОРАТОРНАЯ РАБОТА 1

## 1.1 Условие

Используя метод Макларена-Марсальи построить датчик БСВ (1 датчик должен быть мультипликативно конгруентный, второй – на выбор). Исследовать точность построенной БСВ.

1. Осуществить моделирование *n* = 1000 реализаций БСВ с помощью мультипликативного конгруэнтного метода (МКМ) с параметрами *a*0, β, *M* = 231 .
2. Осуществить моделирование *n* = 1000 реализаций БСВ с помощью метода Макларена-Марсальи (один датчик должен быть мультипликативно конгруентный (п. 1), второй – на выбор). *K* – объем вспомогательной таблицы.
3. Проверить точность моделирования обоих датчиков (п. 1 и п. 2) с помощью критерия согласия Колмогорова и χ2-критерия Пирсона с уровнем значимости ε = 0.05.
4. Построить диаграмму рассеяния и гистограмму для 1) и 2) на доп балл.

Параметры варианта:

1. *a*0 = β = 78 125, K = 256

## 1.2 Теоретические сведения

Базовой случайной величиной (БСВ) непрерывная СВ, равномерно распределённая на полуинтервале [0,1).

Для моделирования на ЭВМ реализаций БСВ используются специальные программы, называемые программными датчиками БСВ. В основе программных датчиков БСВ лежат рекуррентные формулы.

Мультипликативный конгруэнтный метод

Согласно этому методу псевдослучайная последовательность реализаций БСВ определяется по рекуррентным формулам:

Где - параметры датчика (натуральные числа): - множитель (<M), M – модуль, - стартовое значение (нечётное число).

Операция означает вычет числа z по модулю М:

где [x] – целая часть числа x. Период датчика , коэффициент использования БСВ k = 1. Значения параметров определяются из условия максимума периода Т. значение М зависит от способа представления целых чисел в ЭВМ.

Метод Макларена-Марсальи

Метод основан на комбинировании двух простейших программных датчиков БСВ (например, мультипликативных конгруэнтных).

Пусть ![](data:image/x-wmf;base64,183GmgAAAAAAAMAFQAIBCQAAAACQWQEACQAAA98BAAACAJ8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsAFCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ABQAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAARYAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+Q07gADAcSdkAAAAAEAAAALQEAAA8AAAAyCgAAAAAFAAAAe30se30A8QG6AGwApwEAAwUAAAAUAuMBqAEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///5DTuAAMBxJ2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAHR0zQK8AQUAAAAUAoAB1QMcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///5DTuAAMBxJ2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGMAAAMFAAAAFAKAAcoAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sALoAAAoAKOWlB/7///+Q07gADAcSdkAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABiAAADnwAAACYGDwAzAUFwcHNNRkNDAQAMAQAADAEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcHRFNNVDcAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCCewACBISyA2IDABsAAAsBAAIAg3QAAAEBAAoCAIJ9AAIAgiwAAgCCewACAINjAAMAGwAACwEAAgCDdAAAAQEACgIAgn0AAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AcCEAigIAAAoAqQ5mcKkOZnAhAIoCiN24AAQAAAAtAQAABAAAAPABAQADAAAAAAA=) – псевдослучайные последовательности, порождаемые независимо работающими датчиками; ![](data:image/x-wmf;base64,183GmgAAAAAAAOACQAIBCQAAAACwXgEACQAAA5QBAAACAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAuACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAgAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAARYAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8I1HUDDAcSdkAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAe33zAQADBQAAABQC4wGqARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////CNR1AwwHEnZAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAdAC8AQUAAAAUAoABpgAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAJAAACgCAfQ0I/v///wjUdQMMBxJ2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGEAAAOMAAAAJgYPAA0BQXBwc01GQ0MBAOYAAADmAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwdEU01UNwABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAIJ7AAIEhLEDYQMAGwAACwEAAgCDdAAAAQEACgIAgn0AAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzSEAigIAAAoALxJmzS8SZs0hAIoCAN51AwQAAAAtAQEABAAAAPABAAADAAAAAAA=) – результирующая псевдослучайная последовательность реализаций БСВ; ![](data:image/x-wmf;base64,183GmgAAAAAAAKAQAAIBCQAAAACwTAEACQAAA9kBAAACALUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAqAQCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gEAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAZgCHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9g0XMDDAcSdkAAAAAEAAAALQEAAB8AAAAyCgAAAAAQAAAAeygwKSwoMSksLi4uKDEpfbABhADAAH4AkgFgAKIAfgB4AGAAYABWAegCogB+AAADBQAAABQCYAEWABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////YNFzAwwHEnZAAAAABAAAAC0BAQAEAAAA8AEAAA8AAAAyCgAAAAAFAAAAVlZWVksADANUAw4EvAEAAwUAAAAUAmABkAEcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAJwAACgDAjRQI/v///2DRcwMMBxJ2QAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAD0tGAwAA7UAAAAmBg8AYAFBcHBzTUZDQwEAOQEAADkBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHB0RTTVQ3AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg1YAAgSGPQA9AgCCewACAINWAAIAgigAAgCIMAACAIIpAAIAgiwAAgCDVgACAIIoAAIAiDEAAgCCKQACAIIsAAIAgi4AAgCCLgACAIIuAAIAg1YAAgCCKAACAINLAAIEhhIiLQIAiDEAAgCCKQACAIJ9AAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AIiEAigIAAAoAbRBmIm0QZiIhAIoCWNtzAwQAAAAtAQEABAAAAPABAAADAAAAAAA=) – вспомогательная таблица K чисел.

Процесс вычисления ![](data:image/x-wmf;base64,183GmgAAAAAAAOACQAIBCQAAAACwXgEACQAAA5QBAAACAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAuACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAgAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAARYAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8I1HUDDAcSdkAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAe33zAQADBQAAABQC4wGqARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////CNR1AwwHEnZAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAdAC8AQUAAAAUAoABpgAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAJAAACgCAfQ0I/v///wjUdQMMBxJ2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGEAAAOMAAAAJgYPAA0BQXBwc01GQ0MBAOYAAADmAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwdEU01UNwABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAIJ7AAIEhLEDYQMAGwAACwEAAgCDdAAAAQEACgIAgn0AAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzSEAigIAAAoALxJmzS8SZs0hAIoCAN51AwQAAAAtAQEABAAAAPABAAADAAAAAAA=) включает следующие этапы:

• первоначальное заполнение таблицы V:

![](data:image/x-wmf;base64,183GmgAAAAAAAEANgAIBCQAAAADQUQEACQAAA0sCAAAEALAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAkANCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///67///8ADQAALgIAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAlsAdggFAAAAEwJbAOMMBQAAAAkCAAAAAgUAAAAUAsABTwEcAAAA+wJg/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///7DUjwAMBxJ2QAAAAAQAAAAtAQEAEAAAADIKAAAAAAYAAAAoKSwwLDEFAYMDkgLHABcDQAMFAAAAFAIjAmUFHAAAAPsCAv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+w1I8ADAcSdkAAAAAEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAABpAPwBBQAAABQCwAETABwAAAD7AmD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////sNSPAAwHEnZAAAAABAAAAC0BAQAEAAAA8AECAA0AAAAyCgAAAAAEAAAAVmlpS8IBiwRyA0ADBQAAABQCwAF3BBwAAAD7AmD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbACmAAAKAEhjeQf+////sNSPAAwHEnZAAAAABAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAYgBAAwUAAAAUAsABNQMcAAAA+wJg/gAAAAAAAJABAAAAAQACABBTeW1ib2wAfwAACgCoYXkH/v///7DUjwAMBxJ2QAAAAAQAAAAtAQEABAAAAPABAgAMAAAAMgoAAAAAAwAAAD09Lab/Ax0EQAOwAAAAJgYPAFYBQXBwc01GQ0MBAC8BAAAvAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwdEU01UNwABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAJAKABAAIAg1YAAgCCKAACAINpAAIAgikAAgSGPQA9AgSEsgNiAwAbAAAJAaABAAIAg2kAAAEBAAkAoAIAgiwAAgCDaQACBIY9AD0DAA0AAAEAAgCIMAACAIIsAAIAg0sAAgSGEiItAgCIMQAAAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAgAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AACEAigIAAAoA6BFmxegRZsUhAIoCqN6PAAQAAAAtAQMABAAAAPABAQADAAAAAAA=)

• случайный выбор из таблицы:

![](data:image/x-wmf;base64,183GmgAAAAAAAGANQAIACQAAAAAxUQEACQAAAzMCAAACALgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmANCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gDQAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAAVYEHAAAAPsCYP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+I1nUDDAcSdkAAAAAEAAAALQEAAA8AAAAyCgAAAAAFAAAAKCksW11FRgGIALkCwwNAAwUAAAAUAuMBMAEcAAAA+wIC/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///4jWdQMMBxJ2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAHR05Aj8AQUAAAAUAoABGgMcAAAA+wJg/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///4jWdQMMBxJ2QAAAAAQAAAAtAQAABAAAAPABAQAPAAAAMgoAAAAABQAAAFZzc2NLANUB0QGpAvUBQAMFAAAAFAKAARkAHAAAAPsCYP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAMAAAAoA4OCiA/7///+I1nUDDAcSdkAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABhdEADBQAAABQCgAEFAhwAAAD7AmD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbADyAAAKAIDfogP+////iNZ1AwwHEnZAAAAABAAAAC0BAAAEAAAA8AEBAAwAAAAyCgAAAAADAAAAPT3Xw70F+wJAA7gAAAAmBg8AZQFBcHBzTUZDQwEAPgEAAD4BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHB0RTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAkAoAEAAgSEsQNhCgMAGwAACQGgAQACAIN0AAABAQAJAKACBIY9AD0CAINWAAIAgigAAgCDcwACAIIpAAIAgiwAAgCDcwACBIY9AD0CAIJbAAIAg2MACgMAGwAACQGgAQACAIN0AAABAQAJAKACBIbFItcCAINLAAIAgl0AAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AdyEAigIAAAoAthBmd7YQZnchAIoCgOB1AwQAAAAtAQEABAAAAPABAAADAAAAAAA=)

• обновление табличных значений:

![](data:image/x-wmf;base64,183GmgAAAAAAAGAOQAIACQAAAAAxUgEACQAAA2oCAAACALgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmAOCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gDgAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAATwBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////gz3UDDAcSdkAAAAAEAAAALQEAABkAAAAyCgAAAAAMAAAAKCksMCwxLDIsLi4uMgGhBIICugBmAJwAkAC6AHgAYABgAAADBQAAABQC4wFWBRwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////4M91AwwHEnZAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAdEvmALwBBQAAABQCgAEWABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////4M91AwwHEnZAAAAABAAAAC0BAAAEAAAA8AEBAAwAAAAyCgAAAAADAAAAVnN0ALYBxwUAAwUAAAAUAoABeAQcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAyAAACgAA1v4H/v///+DPdQMMBxJ2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGIAAAMFAAAAFALjAawFHAAAAPsCIv8AAAAAAACQAQAAAAEAAgAQU3ltYm9sAOQAAAoAYNX+B/7////gz3UDDAcSdkAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAArALwBBQAAABQCgAFGAxwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbADJAAAKAMDV/gf+////4M91AwwHEnZAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAPT0lBQADuAAAACYGDwBlAUFwcHNNRkNDAQA+AQAAPgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcHRFNNVDcAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDVgACAIIoAAIAg3MAAgCCKQACBIY9AD0CBISyA2IDABsAAAsBAAIAg3QAAgSGKwArAgCDSwAAAQEACgIAgiwAAgCDdAACBIY9AD0CAIgwAAIAgiwAAgCIMQACAIIsAAIAiDIAAgCCLAACAIIuAAIAgi4AAgCCLgAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBtIQCKAgAACgB1DWZtdQ1mbSEAigLY2XUDBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

Данный метод позволяет ослабить зависимость между членами псевдослучайной последовательности ![](data:image/x-wmf;base64,183GmgAAAAAAAOACQAIBCQAAAACwXgEACQAAA5QBAAACAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAuACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAgAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAARYAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8I1HUDDAcSdkAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAe33zAQADBQAAABQC4wGqARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////CNR1AwwHEnZAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAdAC8AQUAAAAUAoABpgAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAJAAACgCAfQ0I/v///wjUdQMMBxJ2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGEAAAOMAAAAJgYPAA0BQXBwc01GQ0MBAOYAAADmAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwdEU01UNwABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAIJ7AAIEhLEDYQMAGwAACwEAAgCDdAAAAQEACgIAgn0AAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzSEAigIAAAoALxJmzS8SZs0hAIoCAN51AwQAAAAtAQEABAAAAPABAAADAAAAAAA=) и получить сколь угодно большие значения её периода Т при условии, что периоды Т1, Т2 исходных датчиков являются взаимно простыми числами.

Коэффициент использования БСВ для данного датчика k = 1/2 (за исключением первой реализации, для моделирования которой используется

K + 1 реализация).

Критерий согласия χ2

Пусть некоторый алгоритм осуществляет моделирование случайной величины ![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAARIAAAAmBg8AGgD/////AAAQAAAAwP///7b///+AAQAA9gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdQQKCugQw5MAvPAYAHCTg3WAAYd1YApmIQQAAAAtAQAACAAAADIK9AAaAQEAAAAqeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1RQoKn9DCkwC88BgAcJODdYABh3VgCmYhBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABIwABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAADMAQICIlN5c3RlbQAhYApmIQAACgAuAIoDAAAAAAAAAADU8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==). В результате *n* – кратного обращения к этому алгоритму образуется случайная выборка объема *n*, которую обозначим через *X*, *X* =![](data:image/x-wmf;base64,183GmgAAAAAAAKAIQAIACQAAAADxVAEACQAAA80BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgCBIAAAAmBg8AGgD/////AAAQAAAAwP///6X///9gCAAA5QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIK/uYAAAAAAJABAAAAAgQCABBTeW1ib2wAdd0JCobgtWYARPAYAHCTg3WAAYd10gpmoAQAAAAtAQAACAAAADIKfQEjAAEAAAB7eRwAAAD7Agr+5gAAAAAAkAEAAAACBAIAEFN5bWJvbAB1vQoK1QC2ZgBE8BgAcJODdYABh3XSCmagBAAAAC0BAQAEAAAA8AEAAAgAAAAyCn0B3wcBAAAAfXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTg3WAAYd10gpmoAQAAAAtAQAABAAAAPABAQAIAAAAMgrgAUUHAQAAAG55HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGABwk4N1gAGHddIKZqAEAAAALQEBAAQAAADwAQAACAAAADIKgAGPBgEAAAB4eQgAAAAyCoABkAIBAAAAeHkIAAAAMgqAAboAAQAAAHh5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGABwk4N1gAGHddIKZqAEAAAALQEAAAQAAADwAQEACAAAADIKgAHkBQEAAAAseQgAAAAyCoAB4AMBAAAALHkIAAAAMgqAAeUBAQAAACx5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGABwk4N1gAGHddIKZqAEAAAALQEBAAQAAADwAQAACAAAADIK4AFGAwEAAAAyeQgAAAAyCuABXAEBAAAAMXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBNVCBFeHRyYQAKCtfgtWYAFPEYAHCTg3WAAYd10gpmoAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAVIEAQAAAEx5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAzAECAiJTeXN0ZW0AoNIKZqAAAAoALgCKAwAAAAABAAAALPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), где

*xi* – реализация смоделированной случайной величины ![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAARIAAAAmBg8AGgD/////AAAQAAAAwP///7b///+AAQAA9gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdQQKCugQw5MAvPAYAHCTg3WAAYd1YApmIQQAAAAtAQAACAAAADIK9AAaAQEAAAAqeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1RQoKn9DCkwC88BgAcJODdYABh3VgCmYhBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABIwABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAADMAQICIlN5c3RlbQAhYApmIQAACgAuAIoDAAAAAAAAAADU8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==). Необходимо при помощи выборки *X* проверить гипотезу *H*0 о том, что ![](data:image/x-wmf;base64,183GmgAAAAAAAMAJoAIBCQAAAABwVQEACQAAA4UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoALACRIAAAAmBg8AGgD/////AAAQAAAAwP///6X///+ACQAARQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTg3WAAYd1CwtmOQQAAAAtAQAACAAAADIKgAGZCAIAAAApLggAAAAyCoABOAcBAAAAKC4IAAAAMgqAAYgDAQAAACkuCAAAADIKgAEnAgEAAAAoLhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAcJODdYABh3ULC2Y5BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoAB3AcBAAAAeC4IAAAAMgqAAbQFAQAAAEYuCAAAADIKgAHLAgEAAAB4LggAAAAyCoABRQABAAAARi4cAAAA+wIg/wAAAAAAAJABAQAAAgQCABBTeW1ib2wAdQULCsJYdyoAFPEYAHCTg3WAAYd1CwtmOQQAAAAtAQAABAAAAPABAQAIAAAAMgrgAYAGAQAAAHguCAAAADIKFAIRAQEAAAB4LhwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB18woKokAmLQAU8RgAcJODdYABh3ULC2Y5BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABbgQBAAAAPS4cAAAA+wJg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdQULCsNYdyoAFPEYAHCTg3WAAYd1CwtmOQQAAAAtAQAABAAAAPABAQAIAAAAMgqwAZsBAQAAACouCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAzAECAiJTeXN0ZW0AOQsLZjkAAAoALgCKAwAAAAABAAAALPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)Конкурирующая гипотеза ![](data:image/x-wmf;base64,183GmgAAAAAAAIAMoAIBCQAAAAAwUAEACQAAA8EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAKADBIAAAAmBg8AGgD/////AAAQAAAAwP///6X///9ADAAARQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAHCTg3WAAYd11ApmqQQAAAAtAQAACAAAADIKgAFgCwIAAAApLggAAAAyCoAB/wkBAAAAKC4IAAAAMgqAAU8GAQAAACkuCAAAADIKgAHuBAEAAAAoLggAAAAyCoABQgIBAAAAOi4cAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAHCTg3WAAYd11ApmqQQAAAAtAQEABAAAAPABAAAIAAAAMgrgAW0BAQAAADEuHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGABwk4N1gAGHddQKZqkEAAAALQEAAAQAAADwAQEACAAAADIKgAGjCgEAAAB4LggAAAAyCoABewgBAAAARi4IAAAAMgqAAZIFAQAAAHguCAAAADIKgAEMAwEAAABGLggAAAAyCoABRQABAAAASC4cAAAA+wIg/wAAAAAAAJABAQAAAgQCABBTeW1ib2wAdSMLCnEY9WIAvPAYAHCTg3WAAYd11ApmqQQAAAAtAQEABAAAAPABAAAIAAAAMgrgAUcJAQAAAHguCAAAADIKFALYAwEAAAB4LhwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1dggKCbj0YgC88BgAcJODdYABh3XUCmapBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABNQcBAAAAuS4cAAAA+wJg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdSMLCnIY9WIAvPAYAHCTg3WAAYd11ApmqQQAAAAtAQEABAAAAPABAAAIAAAAMgqwAWIEAQAAACouCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAzAECAiJTeXN0ZW0AqdQKZqkAAAoALgCKAwAAAAAAAAAA1PIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

Критерий согласия χ2**.** В выборке *X* находим минимальный и максимальный элементы: *x*- = min{*x*i}, *x*+ = max{*x*i} и осуществим разбиение числовой прямой на *k* ячеек: (-![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAEDCQAAAADSXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yUAAABAAQAAZQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdUYKCk/Q91QAvPAYAHCTg3WAAYd1lApmVwQAAAAtAQAACAAAADIKAAE3AAEAAACleQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAACUCmZXAAAKAC4AigMAAAAA/////9TyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)![](data:image/x-wmf;base64,183GmgAAAAAAAEAFIAICCQAAAABzWQEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJABRIAAAAmBg8AGgD/////AAAQAAAAwP///6X///8ABQAAxQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTg3WAAYd1JgtmbAQAAAAtAQAACAAAADIKgAF2BAEAAAApeQgAAAAyCoABLQABAAAALHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTg3WAAYd1JgtmbAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAaYDAQAAAGh5CAAAADIKgAHUAAEAAAB4eRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1LQsKNTD4VAAU8RgAcJODdYABh3UmC2ZsBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABggIBAAAAK3kcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdVgLCo9Q+FQAFPEYAHCTg3WAAYd1JgtmbAQAAAAtAQEABAAAAPABAAAIAAAAMgrgAYwBAQAAAC15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAzAECAiJTeXN0ZW0AbCYLZmwAAAoALgCKAwAAAAAAAAAALPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), [*x*- + *h*, *x*-+ 2*h*), …, [*x*+ -2*h*, *x*+ - *h*), [*x+* - *h*, + ![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAEDCQAAAADSXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yUAAABAAQAAZQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAddwIChxY+I8AFPEYAHCTg3WAAYd1SgNmggQAAAAtAQAACAAAADIKAAE3AAEAAACleQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAABKA2aCAAAKAC4AigMAAAAA/////yzzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)), где *h* = ![](data:image/x-wmf;base64,183GmgAAAAAAAIAHgAIBCQAAAAAQWwEACQAAA0UCAAACAKQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAoAHCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6P///9ABwAAIwIAAAUAAAAJAgAAAAIFAAAAFAK8AS4AHAAAAPsCCf7jAAAAAACQAQAAAAEAAgAQU3ltYm9sAL8AAAoAkCXVB/7///8417cADAcSdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAKHkAAAUAAAAUArwB9gQcAAAA+wIJ/uMAAAAAAJABAAAAAQACABBTeW1ib2wA1gAACgCQJtUH/v///zjXtwAMBxJ2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACkAAAAFAAAAFAKgAbcFHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////I07cADAcSdkAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAvAAADBQAAABQCoAHfABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////yNO3AAwHEnZAAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAeHhruLQC3gIAAwUAAAAUAgMChgEcAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wAwQAACgCwJNUH/v///8jTtwAMBxJ2QAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAACsttAK8AQUAAAAUAqABbQIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wA2AAACgCQJdUH/v///8jTtwAMBxJ2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAC0tAAOkAAAAJgYPAD4BQXBwc01GQ0MBABcBAAAXAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwdEU01UNwABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQADAAEDAAEAAgCDeAADABsAAAsBAAIEhisAKwABAQAKAgSGEiItAgCDeAADABsAAAsBAAIEhhIiLQABAQAACgIAligAAgCWKQAAAgCCLwACAINrAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AwSEAigIAAAoARQ5mwUUOZsEhAIoCwN23AAQAAAAtAQAABAAAAPABAQADAAAAAAA=).

Теоретическая вероятность попадания ![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAARIAAAAmBg8AGgD/////AAAQAAAAwP///7b///+AAQAA9gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdaoLCto49VUAFPEYAHCTg3WAAYd1dApmpQQAAAAtAQAACAAAADIK9AAaAQEAAAAqeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1KQoKV1j1VQAU8RgAcJODdYABh3V0CmalBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABIwABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAADMAQICIlN5c3RlbQCldApmpQAACgAuAIoDAAAAAAAAAAAs8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) в *i* – ю ячейку [*x*- + (*i* - 1)*h*, *x*- + *ih*), если верна гипотеза *H*0:

![](data:image/x-wmf;base64,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)

Выбираем *k* так, чтобы в каждую ячейку попадало не менее 5 выборочных значений. Подсчитываем число *n*i выборочных значений, попавших в *i*-ю ячейку. Вычисляем статистику χ2:

![](data:image/x-wmf;base64,183GmgAAAAAAAMAMgAQACQAAAABRVgEACQAAAz8CAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgATADBIAAAAmBg8AGgD/////AAAQAAAAwP///6r///+ADAAAKgQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJAAmcFBQAAABMCQALzCxwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1JAEKQUDlVgAU8RgAcJODdYABh3VBCWaDBAAAAC0BAQAIAAAAMgr4ApMDAQAAAOV5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHU0CQrsYOVWABTxGABwk4N1gAGHdUEJZoMEAAAALQECAAQAAADwAQEACAAAADIKEQQyBAEAAAA9eRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1JAEKQkDlVgAU8RgAcJODdYABh3VBCWaDBAAAAC0BAQAEAAAA8AECAAgAAAAyCqwBjQcBAAAALXkIAAAAMgqgAlkCAQAAAD15HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGABwk4N1gAGHdUEJZoMEAAAALQECAAQAAADwAQEACAAAADIKGAEfBAEAAABueQgAAAAyChEEswMBAAAAa3kIAAAAMgoqBDgJAQAAAGl5CAAAADIKDAI0CgEAAABpeQgAAAAyCgwCyQYBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTg3WAAYd1QQlmgwQAAAAtAQEABAAAAPABAgAIAAAAMgrKA7UHAgAAAG5wCAAAADIKrAGxCAIAAABucAgAAAAyCqwBBgYBAAAAbnAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTg3WAAYd1QQlmgwQAAAAtAQIABAAAAPABAQAIAAAAMgoRBKIEAQAAADFwCAAAADIKAAFECwEAAAAycAgAAAAyCvQBVwEBAAAAMnAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTg3WAAYd1QQlmgwQAAAAtAQEABAAAAPABAgAIAAAAMgqgAiYMAQAAAC5wCAAAADIKrAGuCgEAAAApcAgAAAAyCqwBeQUBAAAAKHAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdTQJCu9g5VYAFPEYAHCTg3WAAYd1QQlmgwQAAAAtAQIABAAAAPABAQAIAAAAMgqgAkkAAQAAAGNwCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAzAECAiJTeXN0ZW0Ag0EJZoMAAAoALgCKAwAAAAABAAAALPMYAAQAAAAtAQEABAAAAPABAgADAAAAAAA=)

Решающее правило:

Принимается гипотеза {![](data:image/x-wmf;base64,183GmgAAAAAAAMAKgAQACQAAAABRUAEACQAAAyMCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgATAChIAAAAmBg8AGgD/////AAAQAAAAwP///7v///+ACgAAOwQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAHCTg3WAAYd19whmzQQAAAAtAQAACAAAADIK2wMOCgEAAAAseQgAAAAyCtsDAwIBAAAALHkIAAAAMgqbARsKAQAAACx5CAAAADIKmwEVAgEAAAAseRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgAcJODdYABh3X3CGbNBAAAAC0BAQAEAAAA8AEAAAgAAAAyCi8D4wYBAAAAMnkIAAAAMgo7BHoBAQAAADF5CAAAADIK7wD1BgEAAAAyeQgAAAAyCvsBfgEBAAAAMHkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdfMICgS45CgAvPAYAHCTg3WAAYd19whmzQQAAAAtAQAABAAAAPABAQAIAAAAMgrbAx0JAQAAAER5CAAAADIK2wPhBwEAAACzeQgAAAAyCpsBKgkBAAAARHkIAAAAMgqbAe4HAQAAADx5HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHUaCQpN2OQoALzwGABwk4N1gAGHdfcIZs0EAAAALQEBAAQAAADwAQAACAAAADIK2wPVBQEAAABjeQgAAAAyCpsB5wUBAAAAY3kcAAAA+wKA/gAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAHCTg3WAAYd19whmzQQAAAAtAQAABAAAAPABAQAJAAAAMgrbA5cCBAAAAOXx6+gcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAHCTg3WAAYd19whmzQQAAAAtAQEABAAAAPABAAAIAAAAMgrbA1IAAQAAAEjxHAAAAPsCgP4AAAAAAACQAQEAAMwEAgAQVGltZXMgTmV3IFJvbWFuALzwGABwk4N1gAGHdfcIZs0EAAAALQEAAAQAAADwAQEACQAAADIKmwGpAgQAAADl8evoHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGABwk4N1gAGHdfcIZs0EAAAALQEBAAQAAADwAQAACAAAADIKmwFFAAEAAABI8QoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAM33CGbNAAAKAC4AigMAAAAAAAAAANTyGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)

где порог ![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8X///9AAQAAZQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdd8ICjlY1DAAFPEYAHCTg3WAAYd19ghmBwQAAAAtAQAACAAAADIKYAE7AAEAAABEeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAD2CGYHAAAKAC4AigMAAAAA/////yzzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)выбирается так, чтобы вероятность ошибки первого рода равнялась заданному уровню значимости ![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///6X///9gAQAA5QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTg3WAAYd1SQlmtQQAAAAtAQAACAAAADIK4AH0AAEAAAAweRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1KQkKrwjpWQAU8RgAcJODdYABh3VJCWa1BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABKAABAAAAZXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAADMAQICIlN5c3RlbQC1SQlmtQAACgAuAIoDAAAAAAAAAAAs8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==):

![](data:image/x-wmf;base64,183GmgAAAAAAAEANYAIACQAAAAAxUQEACQAAA5UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJADRIAAAAmBg8AGgD/////AAAQAAAAwP///7b///8ADQAAFgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTg3WAAYd15wtmXAQAAAAtAQAACAAAADIKoAGyDAEAAAAueQgAAAAyCqABLQkBAAAAfXkIAAAAMgqgAYUGAQAAAC95CAAAADIKoAEjAQEAAAB7eRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAcJODdYABh3XnC2ZcBAAAAC0BAQAEAAAA8AEAAAgAAAAyCgACJQwBAAAAMHkIAAAAMgoAAqQIAQAAADB5CAAAADIK9ADtAgEAAAAyeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1yQgKNJh3VwAU8RgAcJODdYABh3XnC2ZcBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABWQsBAAAAZXkIAAAAMgqgAd8BAQAAAGN5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHXvCApOyOhZABTxGABwk4N1gAGHdecLZlwEAAAALQEBAAQAAADwAQAACAAAADIKoAEwCgEAAAA9eQgAAAAyCqABJwUBAAAARHkIAAAAMgqgAesDAQAAALN5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGABwk4N1gAGHdecLZlwEAAAALQEAAAQAAADwAQEACAAAADIKoAFrBwEAAABIeQgAAAAyCqABRQABAAAAUHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAADMAQICIlN5c3RlbQBc5wtmXAAACgAuAIoDAAAAAAEAAAAs8xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

В качестве ![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///6X///9gAQAA5QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTg3WAAYd1SQlmtQQAAAAtAQAACAAAADIK4AH0AAEAAAAweRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1KQkKrwjpWQAU8RgAcJODdYABh3VJCWa1BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABKAABAAAAZXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAADMAQICIlN5c3RlbQC1SQlmtQAACgAuAIoDAAAAAAAAAAAs8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)обычно выбирается одно из следующих значений: 0,001; 0,01; 0,05.

При верной гипотезе *H*0 и ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEgAEACQAAAAARWwEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAGABBIAAAAmBg8AGgD/////AAAQAAAAwP///wUAAABABAAAhQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdaUICk/QJ2oAvPAYAHCTZXWAAWl1iQhmfAQAAAAtAQAACAAAADIKIAE4AwEAAACleQgAAAAyCiABXAEBAAAArnkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAHCTZXWAAWl1iQhmfAQAAAAtAQEABAAAAPABAAAIAAAAMgogATcAAQAAAG55CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAzAECAiJTeXN0ZW0AfIkIZnwAAAoALwCKAwAAAAAAAAAA1PIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)случайная величина χ2 имеет распределение χ2с *k* – 1 степенью свободы. Функция распределения этой случайной величины имеет вид:

![](data:image/x-wmf;base64,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)

Эта функция табулирована. Порог ![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8X///9AAQAAZQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdWcICgMgrmYAvPAYAHCTZXWAAWl1CwlmrQQAAAAtAQAACAAAADIKYAE7AAEAAABEeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAALCWatAAAKAC8AigMAAAAA/////9TyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)можно определить по таблицам распределения ![](data:image/x-wmf;base64,183GmgAAAAAAAAACQAIBCQAAAABQXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7b////AAQAA9gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTZXWAAWl1OAlmIAQAAAAtAQAACAAAADIK9ABXAQEAAAAyeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1IQkK69jkWgAU8RgAcJNldYABaXU4CWYgBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABSQABAAAAY3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAADMAQICIlN5c3RlbQAgOAlmIAAACgAvAIoDAAAAAAAAAAAs8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)с *k*- 1 степенью свободы:

![](data:image/x-wmf;base64,183GmgAAAAAAAIAKwAIACQAAAABRVgEACQAAA1kCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAKAChIAAAAmBg8AGgD/////AAAQAAAAwP///7b///9ACgAAdgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTZXWAAWl1ZQhmbQQAAAAtAQAACAAAADIKoAFhCQIAAAApLggAAAAyCqAB7AUBAAAAMS4IAAAAMgqgAYEFAQAAACguHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGABwk2V1gAFpdWUIZm0EAAAALQEBAAQAAADwAQAACAAAADIKAALACAEAAAAwLggAAAAyCvQAfgQBAAAAMS4cAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTZXWAAWl1ZQhmbQQAAAAtAQAABAAAAPABAQAIAAAAMgrQAVQEAQAAADIuCAAAADIKbAL4BAEAAAAxLhwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1ZAkKdDjlYQAU8RgAcJNldYABaXVlCGZtBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB9AcBAAAAZS4cAAAA+wIg/wAAAAAAAJABAQAAAgQCABBTeW1ib2wAdWsJCsUY5WEAFPEYAHCTZXWAAWl1ZQhmbQQAAAAtAQAABAAAAPABAQAIAAAAMgo0ArsDAQAAAGMuHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHVkCQp1OOVhABTxGABwk2V1gAFpdWUIZm0EAAAALQEBAAQAAADwAQAACAAAADIKoAHfBgEAAAAtLggAAAAyCqABlAEBAAAAPS4IAAAAMgqgATsAAQAAAEQuHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHVrCQrGGOVhABTxGABwk2V1gAFpdWUIZm0EAAAALQEAAAQAAADwAQEACAAAADIK9AADBAEAAAAtLhwAAAD7AmD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1ZAkKdjjlYQAU8RgAcJNldYABaXVlCGZtBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmwCowQBAAAALS4cAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTZXWAAWl1ZQhmbQQAAAAtAQAABAAAAPABAQAIAAAAMgpsAkMEAQAAAGsuHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGABwk2V1gAFpdWUIZm0EAAAALQEBAAQAAADwAQAACAAAADIKoAHaAgEAAABGLgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAG1lCGZtAAAKAC8AigMAAAAAAAAAACzzGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)

Критерий согласия Колмогорова

Для случайной абсолютно-непрерывной величины ![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAARIAAAAmBg8AGgD/////AAAQAAAAwP///7b///+AAQAA9gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdR4JCjWo8F0AFPEYAHCTZXWAAWl1yQhmOgQAAAAtAQAACAAAADIK9AAaAQEAAAAqeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1bQkKusjwXQAU8RgAcJNldYABaXXJCGY6BAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABIwABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAADMAQICIlN5c3RlbQA6yQhmOgAACgAvAIoDAAAAAAAAAAAs8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) функция распределения ![](data:image/x-wmf;base64,183GmgAAAAAAAEAEoAICCQAAAADzWAEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAJABBIAAAAmBg8AGgD/////AAAQAAAAwP///6X///8ABAAARQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTZXWAAWl1rQlm5QQAAAAtAQAACAAAADIKgAGIAwEAAAApeQgAAAAyCoABJwIBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTZXWAAWl1rQlm5QQAAAAtAQEABAAAAPABAAAIAAAAMgqAAcsCAQAAAHh5CAAAADIKgAFFAAEAAABGeRwAAAD7AmD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1MgkKhQjxXQAU8RgAcJNldYABaXWtCWblBAAAAC0BAAAEAAAA8AEBAAgAAAAyCrABmwEBAAAAKnkcAAAA+wIg/wAAAAAAAJABAQAAAgQCABBTeW1ib2wAdZAJCtwo8V0AFPEYAHCTZXWAAWl1rQlm5QQAAAAtAQEABAAAAPABAAAIAAAAMgoUAhEBAQAAAHh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAzAECAiJTeXN0ZW0A5a0JZuUAAAoALwCKAwAAAAAAAAAALPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)является непрерывной функцией. Обозначим через ![](data:image/x-wmf;base64,183GmgAAAAAAAKAMYAIACQAAAADRUAEACQAAA6UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKgDBIAAAAmBg8AGgD/////AAAQAAAAwP///6X///9gDAAABQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTZXWAAWl1kwFmAQQAAAAtAQAACAAAADIK4AERDAEAAAApeQgAAAAyCuABLAsBAAAAKHkIAAAAMgrgAXYFAQAAACl5CAAAADIK4AH2BAEAAAAyeQgAAAAyCuABlwQBAAAAKHkIAAAAMgrgAbsBAQAAACl5CAAAADIK4AFMAQEAAAAxeQgAAAAyCuABAQEBAAAAKHkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTZXWAAWl1kwFmAQQAAAAtAQEABAAAAPABAAAIAAAAMgrgAYsLAQAAAG55HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGABwk2V1gAFpdZMBZgEEAAAALQEAAAQAAADwAQEACAAAADIKgAF5CgEAAAB4eQgAAAAyCoAB5AMBAAAAeHkIAAAAMgqAAU4AAQAAAHh5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHXSCAoUgCVmABTxGABwk2V1gAFpdZMBZgEEAAAALQEBAAQAAADwAQAACAAAADIKgAEqCQEAAACjeQgAAAAyCoABUAYBAAAAo3kIAAAAMgqAAZUCAQAAAKN5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQTVQgRXh0cmEACQokYCVmABTxGABwk2V1gAFpdZMBZgEEAAAALQEAAAQAAADwAQEACAAAADIKgAFmBwEAAABLeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAGTAWYBAAAKAC8AigMAAAAAAQAAACzzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)порядковые статистики, т.е. выборочные статистики, упорядоченные в порядке их возрастания. Эмпирическая функция распределения СВ ![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAARIAAAAmBg8AGgD/////AAAQAAAAwP///7b///+AAQAA9gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdR4JCjWo8F0AFPEYAHCTZXWAAWl1yQhmOgQAAAAtAQAACAAAADIK9AAaAQEAAAAqeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1bQkKusjwXQAU8RgAcJNldYABaXXJCGY6BAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABIwABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAADMAQICIlN5c3RlbQA6yQhmOgAACgAvAIoDAAAAAAAAAAAs8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==):

![](data:image/x-wmf;base64,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)

Расстояние Колмогорова между эмпирической функцией распределения ![](data:image/x-wmf;base64,183GmgAAAAAAAOADQAIBCQAAAACwXwEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgAxIAAAAmBg8AGgD/////AAAQAAAAwP///6X///+gAwAA5QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTZXWAAWl1HwpmkgQAAAAtAQAACAAAADIKgAERAwEAAAApeQgAAAAyCoABsAEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTZXWAAWl1HwpmkgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAVQCAQAAAHh5CAAAADIKgAFFAAEAAABGeRwAAAD7AiD/AAAAAAAAkAEBAADMBAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAcJNldYABaXUfCmaSBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuABHwEBAAAA/XkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAADMAQICIlN5c3RlbQCSHwpmkgAACgAvAIoDAAAAAAEAAAAs8xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) и ![](data:image/x-wmf;base64,183GmgAAAAAAAGAEoAICCQAAAADTWAEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAJgBBIAAAAmBg8AGgD/////AAAQAAAAwP///6X///8gBAAARQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTZXWAAWl1JQFmDAQAAAAtAQAACAAAADIKgAGQAwEAAAApeQgAAAAyCoABLwIBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTZXWAAWl1JQFmDAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAdMCAQAAAHh5CAAAADIKgAFFAAEAAABGeRwAAAD7AmD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1LwoKALDRagAU8RgAcJNldYABaXUlAWYMBAAAAC0BAAAEAAAA8AEBAAgAAAAyCrABjwEBAAAAKnkcAAAA+wJg/wAAAAAAAJABAQAAAgQCABBTeW1ib2wAdQsKCkZQ0WoAFPEYAHCTZXWAAWl1JQFmDAQAAAAtAQEABAAAAPABAAAIAAAAMgr3ASkBAQAAAHh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAzAECAiJTeXN0ZW0ADCUBZgwAAAoALwCKAwAAAAAAAAAALPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=):

![](data:image/x-wmf;base64,183GmgAAAAAAAOACgAEBCQAAAABwXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAHgAhIAAAAmBg8AGgD/////AAAQAAAAwP///+X///+gAgAAZQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdegJCtKYd2YAFPEYAHCTZXWAAWl1JQFmgQQAAAAtAQAACAAAADIKQAHJAQEAAAA9eRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAcJNldYABaXUlAWaBBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABRQABAAAARHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAADMAQICIlN5c3RlbQCBJQFmgQAACgAvAIoDAAAAAAAAAAAs8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==).

Решающее правило:

![](data:image/x-wmf;base64,183GmgAAAAAAACABIAIDCQAAAAASXQEACQAAA1EAAAAAABIAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgARIAAAAmBg8AGgD/////AAAQAAAAwP///6X////gAAAAxQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAKAAAAJgYPAAoA/////wEAAAAAAAMAAAAAAA==)Принимается гипотеза ![](data:image/x-wmf;base64,183GmgAAAAAAAEALwAQACQAAAACRUQEACQAAAwUCAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwARACxIAAAAmBg8AGgD/////AAAQAAAAwP///6r///8ACwAAagQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJzATkEBQAAABMCVwFqBAgAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUAl8BagQFAAAAEwLgAbEEBAAAAC0BAAAFAAAAFALgAbkEBQAAABMCXgAXBQUAAAAUAl4AFwUFAAAAEwJeAAcGBQAAABQCswM2BAUAAAATApcDZwQEAAAALQEBAAUAAAAUAp8DZwQFAAAAEwIgBK4EBAAAAC0BAAAFAAAAFAIgBLYEBQAAABMCngIUBQUAAAAUAp4CFAUFAAAAEwKeAgQGHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGABwk2V1gAFpdXMJZg8EAAAALQECAAgAAAAyCgsEqQoBAAAALHkIAAAAMgoLBFICAQAAADp5CAAAADIKywGnCgEAAAAseQgAAAAyCssBYQIBAAAAOnkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTZXWAAWl1cwlmDwQAAAAtAQMABAAAAPABAgAIAAAAMgprBH0BAQAAADF5CAAAADIKKwJ+AQEAAAAweRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1tgYKfsgFZgAU8RgAcJNldYABaXVzCWYPBAAAAC0BAgAEAAAA8AEDAAgAAAAyCgsEuAkBAAAARHkIAAAAMgoLBHwIAQAAALN5CAAAADIKCwRQBgEAAADXeQgAAAAyCssBtgkBAAAARHkIAAAAMgrLAXoIAQAAADx5CAAAADIKywFTBgEAAADXeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAcJNldYABaXVzCWYPBAAAAC0BAwAEAAAA8AECAAgAAAAyCgsE/AYBAAAARHkIAAAAMgoLBCkFAQAAAG55CAAAADIKCwRVAAEAAABIeQgAAAAyCssB/wYBAAAARHkIAAAAMgrLASwFAQAAAG55CAAAADIKywFFAAEAAABIeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAA9zCWYPAAAKAC8AigMAAAAAAgAAACzzGAAEAAAALQECAAQAAADwAQMAAwAAAAAA)

где порог ![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8X///9AAQAAZQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAddkKCrSoBWYAFPEYAHCTZXWAAWl16QtmLgQAAAAtAQAACAAAADIKYAE7AAEAAABEeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAADpC2YuAAAKAC8AigMAAAAA/////yzzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)выбирается так, чтобы вероятность ошибки первого рода равнялась заданному уровню значимости ![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///6X///9gAQAA5QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTZXWAAWl1NQpmPgQAAAAtAQAACAAAADIK4AH0AAEAAAAweRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1CgkKDegFZgAU8RgAcJNldYABaXU1CmY+BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABKAABAAAAZXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAADMAQICIlN5c3RlbQA+NQpmPgAACgAvAIoDAAAAAAAAAAAs8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==):

![](data:image/x-wmf;base64,183GmgAAAAAAACAPgAIBCQAAAACwUwEACQAAA+EBAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIgDxIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gDgAANQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJoAdkBBQAAABMCTAEKAggAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUAlQBCgIFAAAAEwLVAVECBAAAAC0BAAAFAAAAFALVAVkCBQAAABMCUwC3AgUAAAAUAlMAtwIFAAAAEwJTAKcDHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGABwk2V1gAFpdZkJZk4EAAAALQECAAgAAAAyCsABkQ4BAAAALnkIAAAAMgrAASkLAQAAACl5CAAAADIKwAGRCAEAAAAveQgAAAAyCsABOwEBAAAAKHkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAHCTZXWAAWl1mQlmTgQAAAAtAQMABAAAAPABAgAIAAAAMgogAgQOAQAAADB5CAAAADIKIAKICgEAAAAweRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1ZwkKrGgGZgC88BgAcJNldYABaXWZCWZOBAAAAC0BAgAEAAAA8AEDAAgAAAAyCsABOA0BAAAAZXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdbIJCuhIBmYAvPAYAHCTZXWAAWl1mQlmTgQAAAAtAQMABAAAAPABAgAIAAAAMgrAAQ8MAQAAAD15CAAAADIKwAFbBwEAAABEeQgAAAAyCsABHwYBAAAAs3kIAAAAMgrAAfMDAQAAANd5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGABwk2V1gAFpdZkJZk4EAAAALQECAAQAAADwAQMACAAAADIKwAFPCQEAAABIeQgAAAAyCsABnwQBAAAARHkIAAAAMgrAAcwCAQAAAG55CAAAADIKwAFFAAEAAABQeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAE6ZCWZOAAAKAC8AigMAAAAAAwAAANTyGAAEAAAALQEDAAQAAADwAQIAAwAAAAAA)

Если верна гипотеза *H*0 и *n* значительно больше единицы (практически для *n* ![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///+X///8AAQAAZQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAddwLCldIBGYAFPEYAHCTZXWAAWl18AtmEgQAAAAtAQAACAAAADIKQAE3AAEAAACzeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAADwC2YSAAAKAC8AigMAAAAA/////yzzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)20), то независимо от ![](data:image/x-wmf;base64,183GmgAAAAAAAGAEoAICCQAAAADTWAEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAJgBBIAAAAmBg8AGgD/////AAAQAAAAwP///6X///8gBAAARQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTZXWAAWl1JQFmDAQAAAAtAQAACAAAADIKgAGQAwEAAAApeQgAAAAyCoABLwIBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAHCTZXWAAWl1JQFmDAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAdMCAQAAAHh5CAAAADIKgAFFAAEAAABGeRwAAAD7AmD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1LwoKALDRagAU8RgAcJNldYABaXUlAWYMBAAAAC0BAAAEAAAA8AEBAAgAAAAyCrABjwEBAAAAKnkcAAAA+wJg/wAAAAAAAJABAQAAAgQCABBTeW1ib2wAdQsKCkZQ0WoAFPEYAHCTZXWAAWl1JQFmDAQAAAAtAQEABAAAAPABAAAIAAAAMgr3ASkBAQAAAHh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAzAECAiJTeXN0ZW0ADCUBZgwAAAoALwCKAwAAAAAAAAAALPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) случайная величина ![](data:image/x-wmf;base64,183GmgAAAAAAAGAEQAIBCQAAAAAwWAEACQAAAxUBAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gBAAA9QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJoAUgABQAAABMCTAF5AAgAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUAlQBeQAFAAAAEwLVAcAABAAAAC0BAAAFAAAAFALVAcgABQAAABMCUwAmAQUAAAAUAlMAJgEFAAAAEwJTABYCHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGABwk2V1gAFpdYULZoAEAAAALQECAAgAAAAyCsABDgMBAAAARHkIAAAAMgrAATsBAQAAAG55HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHVfCwpFyARmABTxGABwk2V1gAFpdYULZoAEAAAALQEDAAQAAADwAQIACAAAADIKwAFiAgEAAADXeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAICFC2aAAAAKAC8AigMAAAAAAgAAACzzGAAEAAAALQECAAQAAADwAQMAAwAAAAAA) имеет распределение Колмогорова:

![](data:image/x-wmf;base64,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)

это распределение табулировано. Это позволяет, аналогично предыдущему пункту, определить порог ![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8X///9AAQAAZQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdXoIClOwylkAvPAYAHCTpHWAAah1nwhmnAQAAAAtAQAACAAAADIKYAE7AAEAAABEeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAACfCGacAAAKACgAigMAAAAA/////9TyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA).

## 1.3 Листинг программы

import math  
import numpy as np  
from scipy.stats import chi2, kstest, uniform  
import matplotlib.pyplot as plt  
  
  
class MultiplicativeCongruentMethod:  
 def \_\_init\_\_(self, a, b, m):  
 self.prev\_el = a  
 self.beta = b  
 self.M = m  
  
 def next\_element(self):  
 z = self.beta \* self.prev\_el  
 self.prev\_el = z - self.M \* int(z / self.M)  
 return self.prev\_el / self.M  
  
 def generate\_n(self, num\_el):  
 return [self.next\_element() for \_ in range(num\_el)]  
  
  
class MultiplicativeCongruentialGenerator:  
 def \_\_init\_\_(self, size, beta, alpha0, m):  
 self.size = size  
 self.beta = beta  
 self.alpha0 = alpha0  
 self.m = m  
 self.seq = np.zeros(size)  
 self.prev = alpha0  
  
 def generate\_sequence(self):  
 for i in range(self.size):  
 z = self.beta \* self.prev  
 self.prev = z - self.m \* int(z / self.m)  
 self.seq[i] = self.prev / self.m  
  
 def print\_seq(self):  
 print(f"Реализация БСВ мультипликативным конгруэнтным методом при beta = {self.beta}, alpha0 = {self.alpha0}, m = {self.m}: ")  
 print(self.seq)  
  
  
class MacLarenMarsagliaGenerator:  
 def \_\_init\_\_(self, n, k):  
 self.n = n  
 self.k = k  
 self.alpha = np.zeros(n)  
  
 def maclaren\_marsaglia\_method(self, c, b):  
 *# len(c) = n, len(b) = n + k* v = b[:self.k]  
 for i in range(self.n):  
 s = int(c[i] \* self.k)  
 self.alpha[i] = v[s]  
 v[s] = b[i + self.k]  
  
 def print\_seq(self):  
 print(f"Реализация БСВ методом МакЛарена Марсальи, k = {self.k}: ", '\n', self.alpha)  
  
  
class StatTests:  
 def \_\_init\_\_(self, seq, e, name):  
 self.seq = seq  
 self.e = e  
 self.name = name  
 self.intervals = self.find\_intervals()  
  
 def find\_intervals(self):  
 n = 1 + int(math.log2(len(self.seq)))  
 max\_el = np.max(self.seq)  
 min\_el = np.min(self.seq)  
 h = (max\_el - min\_el) / n  
 a = np.zeros(n)  
 for i in range(n - 1):  
 a[i] = min\_el + (i + 1) \* h  
 a[-1] = 1  
 return a  
  
 def observed\_frequencies(self, seq):  
 n = len(self.intervals)  
 freq = np.zeros(n)  
 sort\_seq = np.sort(seq)  
 i = 0  
 k = 0  
 while i < n:  
 while k < len(seq) and sort\_seq[k] < self.intervals[i]:  
 freq[i] += 1  
 k += 1  
 i += 1  
 return freq  
  
 def expected\_frequencies(self):  
 n = len(self.intervals)  
 exp\_freq = np.zeros(n)  
 exp\_freq[0] = uniform.cdf(self.intervals[0])  
 for i in range(1, n - 1):  
 exp\_freq[i] = uniform.cdf(self.intervals[i]) - uniform.cdf(self.intervals[i - 1])  
 exp\_freq[-1] = 1 - uniform.cdf(self.intervals[-2])  
 return exp\_freq  
  
 def chisquare\_test(self):  
 print("Критерий хи-квадрат: ")  
 obs\_freq = self.observed\_frequencies(self.seq)  
 exp\_freq = self.expected\_frequencies()  
 k = len(self.intervals)  
 n = len(self.seq)  
 stats = sum(((obs\_freq[i] - n \* exp\_freq[i]) \*\* 2) / n \* exp\_freq[i] for i in range(k))  
 critical\_value = chi2.ppf(self.e, k)  
 print(f"Значение статистики хи квадрат: {stats}", f", критическое значение: {critical\_value}")  
 if stats < critical\_value:  
 print(f"Гипотеза о равномерном распределении принимается с уровнем значимости eps = {self.e}")  
 else:  
 print(f"Гипотеза о равномерном распределении отклоняется с уровнем значимости eps = {self.e}")  
  
 def ks\_test(self):  
 print("Критерий согласия Колмогорова: ")  
 stats = kstest(self.seq, 'uniform')  
 print(stats)  
 if stats[1] >= self.e:  
 print(f"Гипотеза о равномерном распределении принимается с уровнем значимости eps = {self.e}")  
 else:  
 print(f"Гипотеза о равномерном распределении отклоняется с уровнем значимости eps = {self.e}")  
  
 def histogram(self):  
 plt.hist(self.seq, bins=len(self.intervals))  
 plt.xticks(self.intervals, labels=np.round(self.intervals, 2))  
 plt.title(f"Гистограмма: {self.name}")  
 plt.show()  
  
 def scatter\_plot(self):  
 plt.plot(np.arange(len(self.seq)), self.seq, 'ro')  
 plt.yticks(self.intervals, labels=np.round(self.intervals, 2))  
 plt.title(f"Диаграмма рассеяния: {self.name}")  
 plt.show()  
  
 def standart\_tests(self):  
 self.ks\_test()  
 self.chisquare\_test()  
 self.histogram()  
 self.scatter\_plot()  
  
a1 = 78125  
*#a2 = 12167*a2 = 32771  
*#a2 = 29537*n = 1000  
k = 256  
m = 2 \*\* 31  
mcg1 = MultiplicativeCongruentialGenerator(n, a1, a1, m)  
mcg1.generate\_sequence()  
mcg1.print\_seq()  
mcg2 = MultiplicativeCongruentialGenerator(n + k, a2, a2, m)  
mcg2.generate\_sequence()  
mmg = MacLarenMarsagliaGenerator(1000, 256)  
mmg.maclaren\_marsaglia\_method(mcg1.seq, mcg2.seq)  
mmg.print\_seq()  
print()  
eps = 0.05  
print("Тесты для реализации мультипликативным конгруэнтным методом:")  
st\_test1 = StatTests(mcg1.seq, eps, "Мультипикативный конгруэнтный метод")  
st\_test1.ks\_test()  
st\_test1.chisquare\_test()  
st\_test1.histogram()  
st\_test1.scatter\_plot()  
print()  
print("Тесты для реализации методом МакЛарена Марсальи:")  
st\_test2 = StatTests(mmg.alpha, eps, "Метод МакЛарена Марсальи")  
st\_test2.ks\_test()  
st\_test2.chisquare\_test()  
st\_test2.histogram()  
st\_test2.scatter\_plot()

## 1.4 Результаты

Реализация БСВ мультипликативным конгруэнтным методом при beta = 78125, alpha0 = 78125, m = 2147483648:

[8.42170943e-01 6.04925031e-01 7.68070944e-01 5.42509316e-01 … 9.03877759e-01 8.83262509e-01 5.77189208e-01 9.50108883e-01]

Тесты для реализации мультипликативным конгруэнтным методом:

Критерий согласия Колмогорова:

KstestResult(statistic=0.021834087517112494, pvalue=0.7184791877010861, statistic\_location=0.1971659124828875, statistic\_sign=1)

Гипотеза о равномерном распределении принимается с уровнем значимости eps = 0.05

Критерий хи-квадрат:

Значение статистики хи квадрат: 0.08569543206646724 , критическое значение: 3.9402991361190605

Гипотеза о равномерном распределении принимается с уровнем значимости eps = 0.05

Тесты для реализации методом МакЛарена Марсальи:

Критерий согласия Колмогорова:

KstestResult(statistic=0.03416052658483387, pvalue=0.18929534496033917, statistic\_location=0.41683947341516614, statistic\_sign=1)

Гипотеза о равномерном распределении принимается с уровнем значимости eps = 0.05

Критерий хи-квадрат:

Значение статистики хи квадрат: 0.14069317559868239 , критическое значение: 3.9402991361190605

Гипотеза о равномерном распределении принимается с уровнем значимости eps = 0.05

|  |
| --- |
| Рисунок 1.1 – Гистограмма выборки, полученной с помощью мультипликативного конгруэнтного метода |

|  |
| --- |
| Рисунок 1.2 – Диаграмма рассеяния выборки, полученной с помощью мультипликативного конгруэнтного метода |

|  |
| --- |
| Рисунок 1.3 – Гистограмма выборки, полученной с помощью метода МакЛарена Марсальи |

|  |
| --- |
| Рисунок 1.4 – Диаграмма рассеяния выборки, полученной с помощью метода МакЛарена Марсальи |

# ЛАБОРАТОРНАЯ РАБОТА 2

## 2.1 Условие

Смоделировать дискретную случайную величину (задания на стр. 18-22). Исследовать точность моделирования.

1. Осуществить моделирование *n* = 1000 реализаций СВ из заданных дискретных распределений.
2. Вывести на экран несмещенные оценки математического ожидания и дисперсии, сравнить их с истинными значениями.
3. Для каждой из случайных величин построить использовать χ2-критерий Пирсона с уровнем значимость ε=0.05. Проверить, что вероятность ошибки I рода стремится к 0.05.

Параметры варианта:

Бернулли – Bi(1, *p*), *p* = 0.2; Геометрическое – G(*p*), p = 0.6;

## 2.2 Теоретические сведения

Для моделирования ДСВ из заданных распределений будем использовать специальные алгоритмы, а не общие.

Моделирование ДСВ из распределения Бернулли

ДСВ имеет распределение Бернулли Bi(1, *p*), если

, где - параметр распределения.

Алгоритм моделирования состоит из двух шагов:

1. Моделирование реализации БСВ α.
2. Принятие решения о том, что реализацией является значение

x, определяемое по правилу:

Коэффициент использования БСВ k = 1.

Моделирование ДСВ из геометрического распределения

ДСВ имеет геометрическое распределение G(p), если:

, где – параметр распределения.

Алгоритм моделирования состоит из двух шагов:

1. Моделирование реализации α БСВ.
2. Принятие решения о том, что реализацией является значение x, определяемое соотношением:

здесь [z] означает округление числа z в большую сторону до ближайшего целого значения.

Коэффициент использования БСВ k = 1.

Изменения реализации критерия Пирсона

Несколько изменим реализацию критерия для дискретного случая. В качестве ожидаемых вероятностей будем использовать вероятности получить то или иное значение, этими вероятностями задается само дискретное распределение (таблица). Для получения наблюдаемых вероятностей не буде делить область значений на интервалы, а будем считать количество появлений каждого из возможных значений. Для проверки того, что ошибка 1 рода стремится к 0,05, запустим каждый алгоритм 100 раз и применим к каждой выборке критерий Пирсона. Вероятность ошибки 1 рода вычислим как количество раз, когда гипотеза была отклонена, разделенное на 100.

Для реализации БСВ будем использовать мультипликативный конгруэнтный метод.

## 2.3 Листинг программы

MultiplicativeCongruentalGenerator.py

class MultiplicativeCongruentialMethod:  
 def \_\_init\_\_(self, a, b, m):  
 self.prev\_el = a  
 self.beta = b  
 self.m = m  
  
 def next\_elem(self):  
 z = self.beta \* self.prev\_el  
 self.prev\_el = z - self.m \* int(z / self.m)  
 return self.prev\_el / self.m

ChiSquareTest.py

import math  
import numpy as np  
from scipy.stats import chi2  
  
  
class DiscreteChiSquareTest:  
 def \_\_init\_\_(self, seq, e, dist, p):  
 self.seq = seq  
 self.e = e  
 self.distribution = dist  
 self.p = p  
 self.values = self.find\_values()  
  
 def find\_values(self):  
 max\_el = np.max(self.seq)  
 min\_el = np.min(self.seq)  
 return np.arange(min\_el, max\_el + 1)  
  
 def observed\_frequencies(self):  
 n = len(self.values)  
 freq = np.zeros(n)  
 sort\_seq = np.sort(self.seq)  
 i = 0  
 k = 0  
 while i < n:  
 while k < len(self.seq) and sort\_seq[k] == self.values[i]:  
 freq[i] += 1  
 k += 1  
 i += 1  
 return freq  
  
 def expected\_frequencies(self):  
 if self.distribution == "Bi":  
 return [(1 - self.p), self.p]  
 if self.distribution == "G":  
 return [self.p \* ((1 - self.p) \*\* (elem - 1)) for elem in self.values]  
  
 def chisquare\_test(self, print\_res):  
 obs\_freq = self.observed\_frequencies()  
 exp\_freq = self.expected\_frequencies()  
 k = len(self.values)  
 n = len(self.seq)  
 stats = sum(((obs\_freq[i] - n \* exp\_freq[i]) \*\* 2) / n \* exp\_freq[i] for i in range(k))  
 if self.distribution == "Bi":  
 k += 2  
 if self.distribution == "G":  
 obs\_freq[-3] += obs\_freq[-2] + obs\_freq[-1]  
 exp\_freq[-3] += exp\_freq[-2] + exp\_freq[-1]  
 k -= 3  
 critical\_value = chi2.ppf(self.e, k)  
 res = 1 if stats < critical\_value else 0  
 if print\_res:  
 print("Критерий хи-квадрат: ")  
 print(f"exp freq {exp\_freq}")  
 print(f"obs freq {obs\_freq}")  
 print(f"Значение статистики хи квадрат: {stats}", f", критическое значение: {critical\_value}")  
 if res == 1:  
 print(f"Гипотеза о распределении {self.distribution}({self.p}) принимается с уровнем значимости eps = {self.e}")  
 else:  
 print(f"Гипотеза о распределении {self.distribution}({self.p}) отклоняется с уровнем значимости eps = {self.e}")  
 return res

DiscreteRandomVariable.py

import math  
import numpy as np  
import MultiplicativeCongruentalGenerator as mcg  
import ChiSquareTest as Chi2Test  
import matplotlib.pyplot as plt  
  
  
class BernoulliDRV:  
 def \_\_init\_\_(self, p, mcs):  
 self.p = p  
 self.mcs = mcs  
  
 def generate\_drv(self):  
 a = self.mcs.next\_elem()  
 return 1 if a <= self.p else 0  
  
  
class GeometricDRV:  
 def \_\_init\_\_(self, p, mcs):  
 self.q = 1 - p  
 self.mcs = mcs  
  
 def generate\_drv(self):  
 a = self.mcs.next\_elem()  
 return math.ceil(math.log(a) / math.log(self.q))  
  
  
class DRVSequence:  
 def \_\_init\_\_(self, n, dist, p, mcm):  
 self.n = n  
 self.seq = np.zeros(n)  
 self.distribution = dist  
 self.p = p  
 self.mcs = mcm  
  
 def generate\_sequence(self):  
 if self.distribution == "Bi":  
 generator = BernoulliDRV(self.p, self.mcs)  
 self.seq = [generator.generate\_drv() for elem in self.seq]  
 if self.distribution == "G":  
 generator = GeometricDRV(self.p, self.mcs)  
 self.seq = [generator.generate\_drv() for elem in self.seq]  
  
 def exp\_mean(self):  
 if self.distribution == "G":  
 return 1 / self.p  
 if self.distribution == "Bi":  
 return self.p  
  
 def exp\_variance(self):  
 if self.distribution == "G":  
 return (1 - self.p) / (self.p \*\* 2)  
 if self.distribution == "Bi":  
 return self.p \* (1 - self.p)  
  
 def est\_mean(self):  
 return sum(self.seq[i] for i in range(self.n)) / self.n  
  
 def est\_variance(self):  
 mean = self.est\_mean()  
 return sum((self.seq[i] - mean) \*\* 2 for i in range(self.n)) / (self.n + 1)  
  
 def print\_seq(self):  
 print(f"Сгенерированная последовательность из {self.distribution}({self.p})")  
 print(\*self.seq)  
 print("Среднее: ")  
 print(f"Несмещенная оценка: {self.est\_mean()}, истинное значение: {self.exp\_mean()}, "  
 f"разность: {abs(self.exp\_mean() - self.est\_mean())}")  
 print("Дисперсия: ")  
 print(f"Несмещенная оценка: {self.est\_variance()}, истинное значение: {self.exp\_variance()},"  
 f" разность: {abs(self.exp\_variance() - self.est\_variance())}")  
  
 def histogram(self):  
 plt.hist(self.seq)  
 max\_el = np.max(self.seq)  
 min\_el = np.min(self.seq)  
 values = np.arange(min\_el, max\_el + 1)  
 plt.xticks(values, labels=values)  
 plt.title(f"Гистограмма для ДСВ из {self.distribution}")  
 plt.show()  
  
 def scatter\_plot(self):  
 plt.plot(np.arange(len(self.seq)), self.seq, 'ro')  
 plt.title(f"Диаграмма рассеяния для ДСВ из {self.distribution}")  
 plt.show()  
  
  
def type1error(bi\_p, g\_p, num, e, n2):  
 bi\_res = 0  
 g\_res = 0  
 mgen = mcg.MultiplicativeCongruentialMethod(75465, 75465, 2 \*\* 31)  
  
 for \_ in range(n2):  
 g = DRVSequence(num, "G", g\_p, mgen)  
 g.generate\_sequence()  
 g\_test = Chi2Test.DiscreteChiSquareTest(g.seq, e, "G", g\_p)  
 g\_res += g\_test.chisquare\_test(False)  
  
 bi = DRVSequence(num, "Bi", bi\_p, mgen)  
 bi.generate\_sequence()  
 bi\_test = Chi2Test.DiscreteChiSquareTest(bi.seq, e, "Bi", bi\_p)  
 bi\_res += bi\_test.chisquare\_test(False)  
  
 bi\_error = 1 - (bi\_res / n2)  
 g\_error = 1 - (g\_res / n2)  
 print(f"Вероятность ошибки первого рода для ДСВ из Bi({bi\_p}): {bi\_error}")  
 print(f"Вероятность ошибки первого рода для ДСВ из G({g\_p}): {g\_error}")  
  
  
n = 1000  
beta = 78121  
m = 2 \*\* 31  
mcm = mcg.MultiplicativeCongruentialMethod(beta, beta, m)  
eps = 0.05  
bi\_seq = DRVSequence(n, "Bi", 0.2, mcm)  
bi\_seq.generate\_sequence()  
bi\_seq.print\_seq()  
bi\_seq.histogram()  
bi\_seq.scatter\_plot()  
chi2bi = Chi2Test.DiscreteChiSquareTest(bi\_seq.seq, eps, "Bi", 0.2)  
chi2bi.chisquare\_test(True)  
print()  
g\_seq = DRVSequence(n, "G", 0.6, mcm)  
g\_seq.generate\_sequence()  
g\_seq.print\_seq()  
g\_seq.histogram()  
g\_seq.scatter\_plot()  
chi2g = Chi2Test.DiscreteChiSquareTest(g\_seq.seq, eps, "G", 0.6)  
chi2g.chisquare\_test(True)  
print()  
type1error(0.2, 0.6, n, eps, 100)

## 2.4 Результаты

Сгенерированная последовательность из Bi(0.2)

0 0 0 1 0 0 1 0 0 1 0 0 0 0 … 1 0 1 0 0 0 0 0 0 0 0 0 0

Среднее:

Несмещенная оценка: 0.204, истинное значение: 0.2, разность: 0.003999999999999976

Дисперсия:

Несмещенная оценка: 0.16222177822178022, истинное значение: 0.16000000000000003, разность: 0.002221778221780185

Критерий хи-квадрат:

Значение статистики хи квадрат: 0.016, критическое значение: 0.7107230213973239

Гипотеза о распределении Bi(0.2) принимается с уровнем значимости eps = 0.05

Сгенерированная последовательность из G(0.6)

1 4 2 1 1 1 1 2 2 1 1 1 4 1 3 … 3 2 1 2 1 1 1 1 1

Среднее:

Несмещенная оценка: 1.649, истинное значение: 1.6666666666666667, разность: 0.01766666666666672

Дисперсия:

Несмещенная оценка: 1.0347642357642333, истинное значение: 1.1111111111111112, разность: 0.0763468753468779

Критерий хи-квадрат:

Значение статистики хи квадрат: 0.13015391892543898 , критическое значение: 0.7107230213973239

Гипотеза о распределении G(0.6) принимается с уровнем значимости eps = 0.05

Вероятность ошибки первого рода для ДСВ из Bi(0.2): 0.030000000000000027

Вероятность ошибки первого рода для ДСВ из G(0.6): 0.010000000000000009

|  |
| --- |
| Рисунок 2.1 – Гистограмма для выборки из распределения Бернулли |

|  |
| --- |
| Рисунок 2.2 – Диаграмма рассеяния для выборки из распределения Бернулли |

|  |
| --- |
| Рисунок 2.3 – Гистограмма для выборки из геометрического распределения |

|  |
| --- |
| Рисунок 2.4 – Диаграмма рассеяния для выборки из геометрического распределения |

# ЛАБОРАТОРНАЯ РАБОТА 3

## 3.1 Условие

Смоделировать непрерывную случайную величину (задания на стр. 257). Исследовать точность моделирования.

1. Осуществить моделирование *n* = 1000 реализаций СВ из нормального закона распределения *N*(*m*, *s*2) с заданными параметрами. Вычислить несмещенные оценки математического ожидания и дисперсии, сравнить их с истинными.
2. Смоделировать *n* = 1000 СВ из заданных абсолютно непрерывных распределений. Вычислить несмещенные оценки математического ожидания и дисперсии, сравнить их с истинными значениями (если это возможно).
3. Для каждой из случайных величин построить свой критерий Колмогорова с уровнем значимость ε=0.05. Проверить, что вероятность ошибки I рода стремится к 0.05.
4. Для каждой из случайных величин построить свой χ2-критерий Пирсона с уровнем значимость ε=0.05. Проверить, что вероятность ошибки I рода стремится к 0.05.

Параметры варианта:

*m* = 0, *s*2 = 1; Логистическое *LG*(*a*,*b*), *a* = 2, *b* = 3; Лапласа *L*(*a*), *a* = 2.

## 3.2 Теоретические сведения

Одним из самых распространенных методов для моделирования НСВ является метод обратной функции. Этот же метод используется для моделирования заданных распределений.

Моделирование СВ из стандартного нормального распределения

НСВ с плотностью распределения

имеет стандартное нормальное распределение .

Функция распределения закона называется функцией Лапласа и имеет вид:

Алгоритм моделирования основан на ЦПТ:

1. Моделируется N = 12 реализаци1 БСВ.
2. Вычисляется значение x реализации по формуле:

Коэффициент использования БСВ k = 1/12.

Моделирование СВ из логистического распределения

НСВ с плотностью распределения

имеет логистическое распределение LG(a, b).

Функция распределения закона LG(a, b) имеет вид:

Алгоритм моделирования:

1. Моделируется реализация y БСВ.
2. Вычисляется значение x реализации по формуле:

Коэффициент использования БСВ k = 1.

Моделирование СВ из распределения Лапласа

НСВ с плотностью распределения

имеет логистическое распределение L(a).

Функция распределения закона L(a) имеет вид:

Алгоритм моделирования:

1. Моделируется реализация y БСВ.
2. Вычисляется значение x реализации по формуле:

Коэффициент использования БСВ k = 1.

Используем реализации критерия и критерия Колмогорова из лабораторной работы 1. Для проверки того, что ошибка 1 рода стремится к 0,05, запустим каждый алгоритм 1000 раз и применим к каждой выборке критерий Пирсона и критерий Колмогорова. Вероятность ошибки 1 рода вычислим как количество раз, когда гипотеза была отклонена, разделенное на 1000.

Для реализации БСВ будем использовать мультипликативный конгруэнтный метод.

## 3.3 Листинг программы

MultiplicativeCongruentalGenerator.py

class MultiplicativeCongruentialMethod:  
 def \_\_init\_\_(self, a, b, m):  
 self.prev\_el = a  
 self.beta = b  
 self.m = m  
  
 def next\_elem(self):  
 z = self.beta \* self.prev\_el  
 self.prev\_el = z - self.m \* int(z / self.m)  
 return self.prev\_el / self.m

Tests.py

import math  
import numpy as np  
from scipy.stats import chi2, chisquare, kstest  
  
  
class Tests:  
 def \_\_init\_\_(self, e, cdf, distribution):  
 self.e = e  
 self.cdf = cdf  
 self.distribution = distribution  
  
 @staticmethod  
 def find\_intervals(self, seq):  
 n = 1 + int(math.log2(len(seq)))  
 max\_el = np.max(seq)  
 min\_el = np.min(seq)  
 h = (max\_el - min\_el) / n  
 a = np.zeros(n)  
 for i in range(n - 1):  
 a[i] = min\_el + (i + 1) \* h  
 a[-1] = np.Inf  
 return a  
  
 @staticmethod  
 def observed\_frequencies(self, seq, intervals):  
 n = len(intervals)  
 freq = np.zeros(n)  
 sort\_seq = np.sort(seq)  
 i = 0  
 k = 0  
 while i < n:  
 while k < len(seq) and sort\_seq[k] < intervals[i]:  
 freq[i] += 1  
 k += 1  
 i += 1  
 return freq  
  
 def expected\_frequencies(self, intervals, l):  
 n = len(intervals)  
 exp\_freq = np.zeros(n)  
 exp\_freq[0] = l \* self.cdf(intervals[0])  
 for i in range(1, n):  
 exp\_freq[i] = l \* (self.cdf(intervals[i]) - self.cdf(intervals[i - 1]))  
 return exp\_freq  
  
 def chisquare\_test(self, seq, print\_res):  
 intervals = self.find\_intervals(self, seq)  
 obs\_freq = self.observed\_frequencies(self, seq, intervals)  
 exp\_freq = self.expected\_frequencies(intervals, len(seq))  
 k = len(intervals)  
 n = len(seq)  
 stats = chisquare(obs\_freq, exp\_freq)  
 critical\_value = chi2.ppf(1 - self.e, k + 2)  
 res = 1 if stats.statistic < critical\_value else 0  
 if print\_res:  
 print("Критерий хи-квадрат: ")  
 print(f"Значение статистики хи квадрат: {stats.statistic}", f", критическое значение:", chi2.ppf(1 - self.e, k - 1))  
 if res == 1:  
 print(f"Гипотеза о распределении {self.distribution} принимается с уровнем значимости eps = {self.e}")  
 else:  
 print(f"Гипотеза о распределении {self.distribution} отклоняется с уровнем значимости eps = {self.e}")  
 return res  
  
 def ks\_test(self, seq, print\_res):  
 stats = kstest(seq, self.cdf)  
 res = 1 if stats[1] >= self.e else 0  
 if print\_res:  
 print("Критерий согласия Колмогорова: ")  
 print(stats)  
 if res == 1:  
 print(f"Гипотеза о распределении {self.distribution} принимается с уровнем значимости eps = {self.e}")  
 else:  
 print(f"Гипотеза о распределении {self.distribution} отклоняется с уровнем значимости eps = {self.e}")  
 return res

Continuous Random Variables Generator.py

import MultiplicativeCongruentalGenerator as mcg  
import Tests  
import math  
import matplotlib.pyplot as plt  
import numpy as np  
from scipy.stats import norm, logistic, laplace  
  
  
class NormalVariableGenerator:  
 def \_\_init\_\_(self, mean, sigma, num, gen):  
 self.mean = mean  
 self.sigma = sigma  
 self.num = num  
 self.gen = gen  
  
 def next\_element(self):  
 norm\_var = sum(self.gen.next\_elem() for \_ in range(self.num))  
 return (norm\_var - 6) \* self.sigma + self.mean  
  
 def exp\_mean(self):  
 return self.mean  
  
 def exp\_variance(self):  
 return self.sigma \*\* 2  
  
 def cdf(self, x):  
 return norm.cdf(x, loc=self.mean, scale=self.sigma)  
  
  
class LogisticVariableGenerator:  
 def \_\_init\_\_(self, mu, k, gen):  
 self.mu = mu  
 self.k = k  
 self.gen = gen  
  
 def next\_element(self):  
 y = self.gen.next\_elem()  
 return self.mu + self.k \* math.log(y / (1 - y))  
  
 def exp\_mean(self):  
 return self.mu  
  
 def exp\_variance(self):  
 return ((self.k \* math.pi) \*\* 2) / 3  
  
 def cdf(self, x):  
 return logistic.cdf(x, loc=self.mu, scale=self.k)  
  
  
class LaplaceVariableGenerator:  
 def \_\_init\_\_(self, p, gen):  
 self.p = p  
 self.gen = gen  
  
 def next\_element(self):  
 y = self.gen.next\_elem()  
 return math.log(2 \* y) / self.p if y < 0.5 else - math.log(2 - 2 \* y) / self.p  
  
 @staticmethod  
 def exp\_mean():  
 return 0  
  
 def exp\_variance(self):  
 return 2 / (self.p \*\* 2)  
  
 def cdf(self, x):  
 return laplace.cdf(x, loc=0, scale=1/self.p)  
  
  
class CRVSequence:  
 def \_\_init\_\_(self, generator, seq\_len, test\_times, distribution, e):  
 self.generator = generator  
 self.seq\_len = seq\_len  
 self.test\_times = test\_times  
 self.e = e  
 self.cdf = generator.cdf  
 self.distribution = distribution  
 self.seq = self.generate\_sequence()  
  
 def generate\_sequence(self):  
 return [self.generator.next\_element() for \_ in range(self.seq\_len)]  
  
 def est\_mean(self):  
 return sum(self.seq[i] for i in range(self.seq\_len)) / self.seq\_len  
  
 def est\_variance(self):  
 mean = self.est\_mean()  
 return sum((self.seq[i] - mean) \*\* 2 for i in range(self.seq\_len)) / (self.seq\_len + 1)  
  
 def tests(self):  
 tests = Tests.Tests(self.e, self.cdf, self.distribution)  
 tests.chisquare\_test(self.seq, True)  
 tests.ks\_test(self.seq, True)  
 self.type1error(tests)  
  
 def type1error(self, tests):  
 xi\_res = 0  
 k\_res = 0  
 for \_ in range(self.test\_times):  
 temp = self.generate\_sequence()  
 xi\_res += tests.chisquare\_test(temp, False)  
 k\_res += tests.ks\_test(temp, False)  
  
 xi\_error = 1 - (xi\_res / self.test\_times)  
 k\_error = 1 - (k\_res / self.test\_times)  
 print(f"Вероятность ошибки первого рода для СВ из {self.distribution}, критерий хи-квадрат: {xi\_error}")  
 print(f"Вероятность ошибки первого рода для СВ из {self.distribution}, критерий Колмогорова: {k\_error}")  
  
 def histogram(self):  
 plt.hist(self.seq)  
 max\_el = np.max(self.seq)  
 min\_el = np.min(self.seq)  
 values = np.arange(min\_el, max\_el + 1)  
 plt.xticks(values, labels=labels=np.round(values))  
 plt.title(f"Гистограмма для СВ из {self.distribution}")  
 plt.show()  
  
 def scatter\_plot(self):  
 plt.plot(np.arange(len(self.seq)), self.seq, 'ro')  
 plt.title(f"Диаграмма рассеяния для СВ из {self.distribution}")  
 plt.show()  
  
 def print\_results(self):  
 print(f"Сгенерированная последовательность из {self.distribution}:")  
 print(\*self.seq)  
 print("Среднее: ")  
 print(f"Несмещенная оценка: {self.est\_mean()}, истинное значение: {self.generator.exp\_mean()}, "  
 f"разность: {abs(self.generator.exp\_mean() - self.est\_mean())}")  
 print("Дисперсия: ")  
 print(f"Несмещенная оценка: {self.est\_variance()}, истинное значение: {self.generator.exp\_variance()},"  
 f" разность: {abs(self.generator.exp\_variance() - self.est\_variance())}")  
  
 self.histogram()  
 self.scatter\_plot()  
 self.tests()  
  
  
n = 1000  
times = 1000  
beta = 78121  
beta3 = 78117  
m = 2 \*\* 31  
eps = 0.05  
gen = mcg.MultiplicativeCongruentialMethod(beta, beta, m)  
gen3 = mcg.MultiplicativeCongruentialMethod(beta3, beta3, m)  
mean = 0  
sigma = 1  
norm\_gen = NormalVariableGenerator(mean, sigma, 12, gen)  
norm\_seq = CRVSequence(norm\_gen, n, times, f"N({mean}, {sigma\*\*2})", eps)  
norm\_seq.print\_results()  
print()  
a = 2  
laplace\_gen = LaplaceVariableGenerator(a, gen)  
laplace\_seq = CRVSequence(laplace\_gen, n, times, f"L({a})", eps)  
laplace\_seq.print\_results()  
print()  
mu = 2  
k = 3  
lg\_gen = LogisticVariableGenerator(mu, k, gen3)  
lg\_seq = CRVSequence(lg\_gen, n, times, f"LG({mu}, {k})", eps)  
lg\_seq.print\_results()

## 3.4 Результаты

Сгенерированная последовательность из N(0, 1):

-0.06461082585155964 -0.6113977897912264 -0.28605531342327595 … 0.34055538289248943 -0.9830965865403414 0.536145044490695

Среднее:

Несмещенная оценка: -0.0058087344914674755, истинное значение: 0, разность: 0.0058087344914674755

Дисперсия:

Несмещенная оценка: 0.9868882045735924, истинное значение: 1, разность: 0.013111795426407613

Критерий хи-квадрат:

Значение статистики хи квадрат: 3.04929942218059 , критическое значение: 16.918977604620448

Гипотеза о распределении N(0, 1) принимается с уровнем значимости eps = 0.05

Критерий согласия Колмогорова:

KstestResult(statistic=0.030100227153228742, pvalue=0.31885245843308174, statistic\_location=-0.04036824591457844, statistic\_sign=1)

Гипотеза о распределении N(0, 1) принимается с уровнем значимости eps = 0.05

Вероятность ошибки первого рода для СВ из N(0, 1), критерий хи-квадрат: 0.016000000000000014

Вероятность ошибки первого рода для СВ из N(0, 1), критерий Колмогорова: 0.049000000000000044

Сгенерированная последовательность из L(2):

-1.0144969822242897 -0.47153697694455315 -0.276128128621111 -0.5744549885940434 … -0.021010941572200736 -0.7415647995844128 0.6299212607336467

Среднее:

Несмещенная оценка: -0.013180897094282376, истинное значение: 0, разность: 0.013180897094282376

Дисперсия:

Несмещенная оценка: 0.47488812887599713, истинное значение: 0.5, разность: 0.02511187112400287

Критерий хи-квадрат:

Значение статистики хи квадрат: 7.411225885631511 , критическое значение: 16.918977604620448

Гипотеза о распределении L(2) принимается с уровнем значимости eps = 0.05

Критерий согласия Колмогорова:

KstestResult(statistic=0.027570735435932914, pvalue=0.4251309968644753, statistic\_location=0.016705247749752017, statistic\_sign=1)

Гипотеза о распределении L(2) принимается с уровнем значимости eps = 0.05

Вероятность ошибки первого рода для СВ из L(2), критерий хи-квадрат: 0.051000000000000045

Вероятность ошибки первого рода для СВ из L(2), критерий Колмогорова: 0.05600000000000005

Сгенерированная последовательность из LG(2, 3):

7.010294215396152 0.7811929720528834 4.977906539742194 …

-4.4722746972882685 -17.828794650519704 -4.23734540411138

Среднее:

Несмещенная оценка: 2.0595419107403066, истинное значение: 2, разность: 0.05954191074030657

Дисперсия:

Несмещенная оценка: 29.268206090590613, истинное значение: 29.608813203268074, разность: 0.3406071126774606

Критерий хи-квадрат:

Значение статистики хи квадрат: 2.9282037723124033 , критическое значение: 16.918977604620448

Гипотеза о распределении LG(2, 3) принимается с уровнем значимости eps = 0.05

Критерий согласия Колмогорова:

KstestResult(statistic=0.01953584844246506, pvalue=0.8325180402308459, statistic\_location=-2.457741151409933, statistic\_sign=-1)

Гипотеза о распределении LG(2, 3) принимается с уровнем значимости eps = 0.05

Вероятность ошибки первого рода для СВ из LG(2, 3), критерий хи-квадрат: 0.05500000000000005

Вероятность ошибки первого рода для СВ из LG(2, 3), критерий Колмогорова: 0.04300000000000004

|  |
| --- |
| Рисунок 3.1 – Гистограмма для выборки из стандартного нормального распределения |

|  |
| --- |
| Рисунок 3.2 – Диаграмма рассеяния для выборки из стандартного нормального распределения |

|  |
| --- |
| Рисунок 3.3 – Гистограмма для выборки из распределения Лапласа |

|  |
| --- |
| Рисунок 3.4 – Диаграмма рассеяния для выборки из распределения Лапласа |

|  |
| --- |
| Рисунок 3.5 – Гистограмма для выборки из логистического распределения |

|  |
| --- |
| Рисунок 3.6 – Диаграмма рассеяния для выборки из логистического распределения |

# ЛАБОРАТОРНАЯ РАБОТА 4

## 4.1 Условие

Вычислить значение интеграла, используя метод Монте-Карло. Оценить точность.

1. По методу Монте-Карло вычислить приближенное значения интегралов.
2. Сравнить полученное значение либо с точным значением (если его получится вычислить), либо с приближенным, полученным в каком-либо математическом пакете (например, в mathematica). Для этого построить график зависимости точности вычисленного методом Монте-Карло интеграла от числа итераций *n*.

Параметры варианта
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## 4.2 Теоретические сведения

Метод Монте-Карло для вычисления интегралов

Рассмотрим задачу приближенного вычисления интеграла

Где - подмножество из . При n = 1 имеем определенный интеграл вида

Схема вычислений как многомерных, так и одномерных интегралов абсолютно аналогична.

Пусть η – произвольная случайная величина с плотностью распределения вероятностей

Предполагается только, что существуют моменты случайных величин, встречающиеся ниже. Рассмотрим случайную величину, являющуюся функциональным преобразованием случайной величины η:

Можно показать, что . Поэтому в качестве приближенного значения интеграла можно использовать статистическую оценку , построенную в выборке из n независимых случайных величин :

В качестве случайной величины возьмем СВ, равномерно распределенную на интервале . Плотность распределения такой СВ .

Для вычисления двумерного интеграла будем действовать несколько иначе. Т.к. область интегрирования – кольцо, ограничим эту область квадратом со сторонами, равными внешнему диаметру кольца b = 3. В качестве будем использовать две СВ из равномерного распределения на интервале (по факту, это двумерный случайный вектор, равномерно распределенный в квадрате). Если точка с координатами попадает в кольцо, то к сумме добавляем значение . Приближенное вычисление интеграла будет равно данной сумме, умноженной на площадь квадрата и деленной на n.

Для генерирования СВ из равномерного распределения будем использовать встроенную функцию Python. Для построения графика зависимости отклонения полученного значения от «точного» возьмем значения n от 1000 до 10000 с шагом 10. Для двумерного интеграла также построим график попадания смоделированных в область интегрирования.

В качестве точных значений обоих интегралов взяты приближенные значения, найденные с помощью Wolfram Mathematica.

|  |
| --- |
| Рисунок 4.1 – Вычисление приближенных значений интегралов, взятых в качестве точных |

## 4.3 Листинг программы

from random import uniform  
import matplotlib.pyplot as plt  
import numpy as np  
import math  
  
  
class MonteCarloIntegration:  
 def \_\_init\_\_(self, function, a, b, integral\_value, dim):  
 self.function = function  
 self.a = a  
 self.b = b  
 self.integral\_value = integral\_value  
 self.dim = dim  
 self.in\_area\_x = []  
 self.out\_of\_area\_x = []  
 self.in\_area\_y = []  
 self.out\_of\_area\_y = []  
  
 def uniform\_pdf(self, x):  
 return 1 / (self.b - self.a)  
  
 def integrate\_x(self, n):  
 ksi\_sum = 0  
  
 for \_ in range(n):  
 eta = uniform(self.a, self.b)  
 ksi\_val = self.function(eta) / self.uniform\_pdf(eta)  
 ksi\_sum += ksi\_val  
 approx\_integral\_value = ksi\_sum / n  
 return approx\_integral\_value  
  
 def integrate\_xy(self, n):  
 sum = 0  
 for \_ in range(n):  
 x = uniform(-math.sqrt(self.b), math.sqrt(self.b))  
 y = uniform(-math.sqrt(self.b), math.sqrt(self.b))  
 if self.a <= x \*\* 2 + y \*\* 2 < self.b:  
 sum += self.function(x, y)  
 if n == 10000:  
 self.in\_area\_x.append(x)  
 self.in\_area\_y.append(y)  
 elif n == 10000:  
 self.out\_of\_area\_x.append(x)  
 self.out\_of\_area\_y.append(y)  
 area = (2 \* math.sqrt(self.b)) \*\* 2  
 return area \* sum / n  
  
 def plot\_integral\_value(self):  
 n = np.arange(1000, 10001, step=10)  
 dif = 0  
 if self.dim == 1:  
 dif = [self.integrate\_x(i) - self.integral\_value for i in n]  
 plt.title("График отклонения от точного значения для интеграла 1")  
 if self.dim == 2:  
 dif = [self.integrate\_xy(i) - self.integral\_value for i in n]  
 plt.title("График отклонения от точного значения для интеграла 2")  
 print(f"Точное значение: {self.integral\_value}")  
 print(f"Найденное значение при n = 1000: {dif[0] + self.integral\_value}") print(f"Найденное значение при n = 10000: {dif[-10] + self.integral\_value}")plt.plot(n, dif)  
 plt.show()  
 if self.dim == 2:  
 plt.plot(self.in\_area\_x, self.in\_area\_y, 'o', color='olive')  
 plt.plot(self.out\_of\_area\_x, self.out\_of\_area\_y, 'o', color='gold')  
 plt.title("График попадания сгенерированных СВ в область")  
 plt.show()  
  
  
def func1(x):  
 return math.cos(x + math.sin(x))  
  
  
def func2(x, y):  
 return 1 / (x \*\* 2 + y \*\* 4)  
  
  
obj1 = MonteCarloIntegration(func1, 0, (5 \* math.pi) / 7, -0.485736, 1)  
obj1.plot\_integral\_value()  
obj2 = MonteCarloIntegration(func2, 1, 3, 3.21825, 2)  
obj2.plot\_integral\_value()

## 4.4 Результаты

Одномерный интеграл:

Точное значение: -0.485736

Найденное значение при n = 1000: -0.47534780687675343

Найденное значение при n = 10000: -0.488075912618409

Двумерный интеграл:

Точное значение: 3.21825

Найденное значение при n = 1000: 3.2452610877111807

Найденное значение при n = 10000: 3.2140494151158046

|  |
| --- |
| Рисунок 4.2 – График зависимости отклонения найденного значения от точного для одномерного интеграла |

|  |
| --- |
| Рисунок 4.3 – График зависимости отклонения найденного значения от точного для двумерного интеграла |

|  |
| --- |
| Рисунок 4.4 – График попадания сгенерированных в область интегрирования |

# ЛАБОРАТОРНАЯ РАБОТА 5

## 5.1 Условие

Решить систему линейных уравнений, используя метод Монте-Карло.

1. Решить систему линейных алгебраических уравнений *Ax* = *f* методом Монте-Карло.
2. Сравнить с решением данного уравнения, полученным в произвольном математическом пакете.
3. Построить график зависимости точности решения от длины цепи Маркова и числа смоделированных цепей Маркова.

Параметры варианта
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## 5.2 Теоретические сведения

Пусть система алгебраических уравнений задана в виде

Где – вектор-столбец неизвестных, – вектор правых частей и – матрица системы.

Для применения метода Монте-Карло все собственные значения матрицы по модулю должны быть меньше 1.

Определим некоторый вектор h следующим образом:

, где 1 находится на позиции k для вычисления компоненты .

Моделируем вспомогательную цепь Маркова: , где

. n-вектор вероятностей начальных состояний цепи Маркова: . Матрица переходных вероятностей размерности n x n имеет вид:

Каждому состоянию цепи Маркова приписываем веса, которые вычисляются по формулам:

Строим СВ по формуле:

Где - номер реализации цепи Маркова. Тогда приближенное

решение вычисляется в зависимости от вектора h по формуле:

Система была приведена к требуемому виду. Точное решение найдено с помощью Wolfram Mathematica.

|  |
| --- |
| Рисунок 5.1 – Требуемый вид системы и нахождение точного решения |

Для построения графика зависимости отклонения решения от точного от длины цепи и количества цепей зададим количество цепей и длину цепи от 1000 до 10000 с шагом 1000 (чтобы вычисления были быстрее).

## 5.3 Листинг программы

from random import uniform  
import matplotlib.pyplot as plt  
import numpy as np  
import math  
  
  
class MarkovChainSimulation:  
 def \_\_init\_\_(self, n, pi, p):  
 self.n = n  
 self.pi = pi  
 self.p = p  
 self.c = np.arange(n)  
 *# вспомогательный вектор q* self.q\_v = [sum(pi[:j]) for j in range(n + 1)]  
 *# вспомогательная матрица Q* self.q\_m = [[sum(p[i][:j]) for j in range(n + 1)] for i in range(n)]  
  
 def simulation(self, mc\_len):  
 mc = np.zeros(mc\_len)  
 v0 = 0  
 alpha = uniform(0, 1)  
 for i in range(self.n):  
 if self.q\_v[i] <= alpha < self.q\_v[i + 1]:  
 mc[0] = int(self.c[i])  
 v0 = i  
 break  
 for k in range(1, mc\_len):  
 alpha = uniform(0, 1)  
 for i in range(self.n):  
 if self.q\_m[v0][i] <= alpha < self.q\_m[v0][i + 1]:  
 mc[k] = int(self.c[i])  
 v0 = i  
 break  
 return mc  
  
  
class MonteCarloSolving:  
 def \_\_init\_\_(self, dim, matrix, f\_vector, solution, mc\_gen):  
 self.n = dim  
 self.a = matrix  
 self.f = f\_vector  
 self.exp = solution  
 self.mc\_gen = mc\_gen  
  
 def calculate\_weights(self, mc, h, mc\_len):  
 q = np.zeros(mc\_len)  
 if self.mc\_gen.pi[mc[0]] > 0:  
 q[0] = h[mc[0]] / self.mc\_gen.pi[mc[0]]  
 else:  
 q[0] = 0  
  
 for i in range(1, mc\_len):  
 if self.mc\_gen.p[mc[i - 1]][mc[i]] > 0:  
 q[i] = q[i - 1] \* self.a[mc[i - 1]][mc[i]] / self.mc\_gen.p[mc[i - 1]][mc[i]]  
 else:  
 q[i] = 0  
 return q  
  
 def generate\_ksi(self, h, mc\_len):  
 mc = [int(elem) for elem in self.mc\_gen.simulation(mc\_len)]  
 q = self.calculate\_weights(mc, h, mc\_len)  
 ksi = sum(q[i] \* self.f[mc[i]] for i in range(mc\_len))  
 return ksi  
  
 def solve(self, l, mc\_len):  
 h = [1, 0, 0]  
 x = 0  
 for \_ in range(l):  
 x += self.generate\_ksi(h, mc\_len)  
 x /= l  
 h = [0, 1, 0]  
 y = 0  
 for \_ in range(l):  
 y += self.generate\_ksi(h, mc\_len)  
 y /= l  
 h = [0, 0, 1]  
 z = 0  
 for \_ in range(l):  
 z += self.generate\_ksi(h, mc\_len)  
 z /= l  
 f\_sol = [x, y, z]  
 rez = [self.exp[i] - f\_sol[i] for i in range(self.n)]  
 if l == 10000:  
 print(f'Приближенное решение: {f\_sol}')  
 print(f'Точное решение: {self.exp}')  
 print(f'Вектор невязки: {rez}')  
 return rez  
  
  
dim = 3  
pi = [1/3, 1/3, 1/3]  
p = [[1/3, 1/3, 1/3], [1/3, 1/3, 1/3], [1/3, 1/3, 1/3]]  
mc\_gen = MarkovChainSimulation(dim, pi, p)  
mc\_len = 1000  
matrix = [[-0.1, 0.1, -0.2], [-0.1, 0.5, -0.3], [0.3, 0.1, -0.3]]  
f = [-3, 1, 4]  
acc\_sol = [-3.07018, 1.14035, 2.45614]  
sol = MonteCarloSolving(dim, matrix, f, acc\_sol, mc\_gen)  
rez\_x = []  
rez\_y = []  
rez\_z = []  
l\_lims = np.arange(1000, 10001, step=1000)  
for l in l\_lims:  
 f\_rez = sol.solve(l, mc\_len)  
 rez\_x.append(f\_rez[0])  
 rez\_y.append(f\_rez[1])  
 rez\_z.append(f\_rez[2])  
  
plt.plot(l\_lims, rez\_x)  
plt.title('График зависимости невязки от L для x')  
plt.show()  
plt.plot(l\_lims, rez\_y)  
plt.title('График зависимости невязки от L для y')  
plt.show()  
plt.plot(l\_lims, rez\_z)  
plt.title('График зависимости невязки от L для z')  
plt.show()  
  
rez\_len\_x = []  
rez\_len\_y = []  
rez\_len\_z = []  
len\_lims = np.arange(1000, 10001, step=1000)  
for m\_len in len\_lims:  
 f\_rez = sol.solve(1000, m\_len)  
 rez\_len\_x.append(f\_rez[0])  
 rez\_len\_y.append(f\_rez[1])  
 rez\_len\_z.append(f\_rez[2])  
  
plt.plot(len\_lims, rez\_len\_x)  
plt.title('График зависимости невязки от длины цепи для x')  
plt.show()  
plt.plot(len\_lims, rez\_len\_y)  
plt.title('График зависимости невязки от длины цепи для y')  
plt.show()  
plt.plot(len\_lims, rez\_len\_z)  
plt.title('График зависимости невязки от длины цепи для z')  
plt.show()

## 5.4 Результаты

Приближенное решение: [-3.042418986235477, 1.0933566682442784, 2.387896016551205]

Точное решение: [-3.07018, 1.14035, 2.45614]

Вектор невязки: [-0.027761013764523224, 0.04699333175572162, 0.06824398344879512]

|  |
| --- |
| Рисунок 5.2 – График зависимости невязки от количества ЦМ для компоненты x |

|  |
| --- |
| Рисунок 5.3 – График зависимости невязки от количества ЦМ для компоненты y |

|  |
| --- |
| Рисунок 5.4 – График зависимости невязки от количества ЦМ для компоненты z |

|  |
| --- |
| Рисунок 5.5 – График зависимости невязки от длины ЦМ для компоненты x |

|  |
| --- |
| Рисунок 5.6 – График зависимости невязки от длины ЦМ для компоненты y |

|  |
| --- |
| Рисунок 5.7 – График зависимости невязки от длины ЦМ для компоненты z |